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Characterization of fractured geothermal reservoirs for numerical prediction of fluid
and heat flow requires determination of a large number of hydrologic, thermal, and
geometric properties.  For use in a computer model that is based on a simplified con-
ceptual model, these properties must be capable of reflecting the complex multiphase
flow behavior in a fracture network, including fracture-matrix interaction.  We discuss
the potential of inverse modeling techniques to provide model-related input parameters
based on a joint inversion of field testing and actual production data from a geothermal
reservoir.  Using synthetically generated data, we demonstrate the need to simultane-
ously analyze multiple data sets in a joint inversion.  The impact of parameter correla-
tions on the estimated values and their uncertainties is also discussed.  Inverse modeling
techniques are then applied to data from the Krafla geothermal field, Iceland, in an at-
tempt to estimate some critical reservoir parameters such as steam saturation after 20
years of production from that two-phase system.  We conclude that inverse modeling is
a powerful tool not only to provide input parameters to a numerical model, but also to
improve the understanding of fractured geothermal systems.  Its efficiency and the in-
sight gained from the formalized error analysis allow an evaluation of alternative con-
ceptual models, which remains the most crucial step in geothermal reservoir modeling.

1. INTRODUCTION

We have employed inverse modeling techniques to
study and characterize multiphase flow in fractured
geothermal reservoirs.  Both field and synthetically
generated data have been analyzed to investigate the
theoretical possibilities and limitations of these tech-
niques, as well as the usefulness of inverse modeling
in actual geothermal-reservoir engineering problems.

Flow of water, steam, gas, and heat in fractured
geothermal reservoirs is strongly influenced by the
geometry and hydrological characteristics of the reser-
voir fracture network.  The response to production and
injection is affected by the coupling between fluid
flow in the fractures and heat transfer from and to the
adjacent matrix blocks. Extraction of hot fluids and
injection of cold water leads to vaporization and con-
densation effects near the production and injection
wells, respectively.  Furthermore, as a result of pres-
sure and temperature declines during production of
high-salinity geothermal fluids, precipitation of solids
may occur, reducing fracture and matrix porosity and

thus the overall permeability of the reservoir.  On the
other hand, injection of fresh water may dissolve
solids.  Changes in sodium chloride concentrations
therefore contain information about fluid flow
through the fracture network, indicating potential
connections between injection and production wells.
This connectivity is crucial for both pressure support
resulting from injection, and unwanted thermal inter-
ference.  Temperature data obtained in production and
observation wells are affected not only by the hydro-
logic characteristics but also by the thermal properties
of the reservoir, which govern the conductive heat
exchange between the matrix blocks and the fluids
flowing in the fractures.  The size and shape of the
matrix blocks also determine the effectiveness with
which thermal energy can be extracted from the reser-
voir rocks.

Numerical modeling is a useful tool for the design
and optimization of injection operations, which are a
means to sustain energy extraction from partially
depleted geothermal reservoirs.  The reliability of
such model predictions depends on the accuracy with
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which the coupled processes described above are ac-
counted for.  In order to capture the salient features of
the geothermal reservoir, an appropriate conceptual
model must be developed, and accurate geometric,
thermal, and hydrologic parameters must be deter-
mined.

Developing the conceptual model is the most im-
portant and challenging task in geothermal reservoir
modeling. As discussed above, fractures play a domi-
nant role in geothermal reservoirs, and their properties
must be assessed over a wide range of scales.  Cou-
pled flow of fluid and heat is affected by the aperture
distribution in individual fractures, the geometry and
density of fractures on an intermediate scale, and the
large-scale connectivity.  Thus, the parameters and
processes involved span many orders of magnitude of
the spatial scale.  It is currently impractical to simu-
late and characterize such a multiscale system in a
single model.  One approach is to estimate effective
fracture properties on the scale of interest.  In other
words, the parameters and processes represent some
average behavior on a specific scale.  In our case, this
scale is approximately the zone of influence of a
production well or the distance between an injection
and production well.  As will be discussed in Section
4 of this paper, the estimated parameters must be
interpreted according to the scale on which they are
estimated.

Inverse modeling automatic calibration of the
numerical model against field data is a means to
obtain model-related parameters that can be considered
optimal for a given conceptual model.  However, the
large number of parameters needed to fully describe
coupled nonisothermal multiphase flow in fractured-
porous media often leads to an ill-posed inverse prob-
lem, which is predisposed to yield nonunique and
unstable solutions.  It is therefore crucial to carefully
identify and maximize the information content of the
data used for calibration, and to assess and minimize
correlations among the parameters to be estimated.

The iTOUGH2 code [Finsterle, 1999] provides in-
verse modeling capabilities for the TOUGH2 family
of multiphase flow simulators  [Pruess, 1991].  With
iTOUGH2, any TOUGH2 input parameter can be
estimated based on any type of data for which a corre-
sponding TOUGH2 output is calculated.  Parameter
estimation is supplemented by extensive residual and
error analyses.  In this study, we make use of the
EWASG module [Battistelli et al., 1997], which
describes three-phase (liquid, gas, and solid) mixtures
of three components (water, sodium chloride, and a
non-condensible gas).  The dependence of brine den-

sity, enthalpy, viscosity, gas solubility, and vapor
pressure on salinity is taken into account.  Precipita-
tion and dissolution of salt are also included, with
associated porosity and permeability changes.  The
method of Multiple Interacting Continua (MINC)
[Pruess and Narasimhan, 1982] is used to resolve the
pressure, temperature, and saturation gradients be-
tween the fractures and the matrix. The MINC con-
cept is based on the notion that both the fractures and
the matrix can be treated as interconnected continua
and that changes in matrix conditions will be con-
trolled by the distance from the fractures.  Note that
in the MINC formulation, fracture spacing is simply
an input parameter to the mesh generator that pro-
duces the computational grid.

In the first part of this study, we perform syn-
thetic inversions to investigate whether fracture prop-
erties can accurately be identified and to determine
what data are required to constrain fracture property
estimates.  We then apply inverse modeling concepts
to the analysis of field data from a single geothermal
well. Theoretical as well as practical aspects of field-
scale modeling are addressed.  Parameter estimates and
their correlations are provided for key reservoir charac-
teristics such as permeability, porosity, and steam
saturation after 20 years of production.

The paper is organized as follows:  A short sum-
mary description of the inverse modeling concept is
given in Section 2.  In Section 3, we apply
iTOUGH2/EWASG to synthetically generated produc-
tion data from a hypothetical fractured geothermal
reservoir with high salinity and CO2 as the non-
condensible gas.  Section 4 describes the analysis of
pressure and enthalpy data from a new well in the
Krafla high-temperature geothermal field, Iceland.  A
summary and concluding remarks are provided in
Section 5.

2. INVERSE MODELING CONCEPT

In standard simulation practice, site-specific pa-
rameter values describing hydrogeological and ther-
mophysical properties are entered into a numerical
model along with appropriate initial and boundary
conditions.  The model then predicts the future state
of the system (e.g., pressures, temperatures, concen-
trations).  This is referred to as forward modeling.  In
inverse modeling, observations of the system at dis-
crete points in space and time are used to estimate
site-specific model parameters.  Estimation occurs by
automatic history matching of observed and computed
data. The core of inverse modeling is an accurate,
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efficient, and robust simulation program that solves
the so-called forward problem.  It must be capable of
simulating the flow and transport processes that gov-
ern the observed system response. The system under
consideration requires a problem- and a site-specific
conceptual model.  The task of developing a represen-
tative conceptual model is the most important part of
any simulation study.  In inverse modeling in particu-
lar, an error in the conceptual model will lead to a
bias in the estimated parameters, which is usually
much larger than the uncertainty introduced by ran-
dom measurement errors [Finsterle and Najita, 1998].

Next, an objective function has to be selected to
obtain an aggregate measure of deviation between the
observed and calculated system response.  The choice
of the objective function can be based on maximum
likelihood considerations, which for normally distrib-
uted measurement errors leads to the standard weighted
least-squares criterion [Carrera and Neuman, 1986]:

S=rTCzz
-1r (1)

Here, r is the residual vector with elements ri =zi*-
zi (p), where zi* is an observation (e.g., pressure,
temperature, flow rate, etc.) at a given point in space
and time, and zi is the corresponding simulator predic-
tion, which depends on the vector p of the unknown
parameters to be estimated.  The i-th diagonal element
of the covariance matrix Czz

-1 is the variance repre-
senting the measurement error of observation zi.  This
element is used to weigh data of different qualities and
to scale data of different observation type, making the
objective function  dimensionless.

The objective function S  has to be minimized in
order to maximize the probability of reproducing the
observed system state.  Because of strong nonlineari-
ties in the functions zi (p), an iterative procedure is
required to minimize S .  A number of minimization
algorithms are available in iTOUGH2.  They reduce
the objective function by iteratively updating the
parameter vector p based on the sensitivity of zi with
respect to pj.  Details about the minimization algo-
rithms implemented in iTOUGH2 can be found in
Finsterle [1999].  The Levenberg-Marquardt method
[Gill et al., 1981] yields good results for strongly
nonlinear minimization problems.

Finally, under the assumption of normality and
linearity, a detailed error analysis of the final residuals
and the estimated parameters is conducted.  These
analyses provide valuable information about the esti-
mation uncertainty, the adequacy of the model struc-
ture, the quality of the data, and the relative impor-

tance of individual data points and parameters.  While
details can be found in Finsterle [1999], we note here
simply that the estimated error variance,

s0
2=S /(m-n) (2)

can be used as an aggregate measure-of-fit, where m is
the number of data used for calibration and n is the
number of parameters being estimated.  A linear
approximation of the estimation covariance matrix is
given by

Cpp=s0
2(JTCzz

-1J)-1 (3)

where J is the Jacobian or sensitivity matrix with
elements Jij = -∂ri/∂pj = ∂zi/∂pj.  The covariance ma-
trix Cpp not only shows potentially high estimation
uncertainties resulting from insufficient sensitivity of
the observed data, but also reveals correlations among
the parameters that may prevent an independent de-
termination of certain properties of interest.  In addi-
tion to its efficiency, it is mainly the formalized
sensitivity, residual, and error analyses that make
inverse modeling preferable over the conventional
trial-and-error model calibration.

3. IDENTIFICATION OF FRACTURE
PROPERTIES

In this section, we perform synthetic inversions to
analyze whether key properties of a fractured geother-
mal reservoir can theoretically be identified, based on
a combination of data sets produced by monitoring a
production well.

iTOUGH2/EWASG [Battistelli et al., 1997] was
used to simulate production from a hypothetical sin-
gle-layer geothermal reservoir with high salinity and
CO2 as the non-condensible gas.  A MINC model was
developed with nearly impermeable matrix blocks;
fracture density was considered one of the unknown
parameters to be estimated by inverse modeling.
Because of salt precipitation near the production well
and depletion of fluid reserves in the reservoir, the
production of steam declines rapidly and almost ceases
within a relatively short time.
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Figure 1 .   Simulated steam saturation distribution in matrix (upper left) and fracture (lower left) continua five
years after injection of cold water into the geothermal reservoir.  Steam production (upper right) and sodium chloride
concentration in the production well (lower right) as a function of time. Simultaneous inversion of these data can be
used to calibrate the numerical model.

After five years of exploitation, fresh water is in-
jected through three wells located a few hundred me-
ters from the production well. Figure 1 shows the
model domain, with saturation distribution in the
matrix and fracture continua shown above and below
the symmetry axis, respectively, five years after be-
ginning of liquid injection.  Injection of cold water
leads to a reduction of steam saturation in the imme-
diate vicinity of the injection wells.  Evaporation of
injectate, however, increases the reservoir pressure,
driving steam towards the production well, enhancing
both the flow rate and the total heat produced.  Fur-
thermore, salt that precipitated during boiling is redis-
solved by the fresh water, potentially increasing the
permeability.

Time series of simulated temperatures, steam pro-
duction rates, flowing enthalpies, and NaCl concentra-
tions at the production well are considered to be the
data available for calibration of the model.  The six

parameters studied are fracture spacing af, fracture
absolute permeability kf, porosity φf, initial reservoir
temperature Ti, thermal conductivity λ, and the expo-
nent b that correlates permeability to porosity change
resulting from salt dissolution and precipitation as k'
= kφb [Battistelli et al., 1997].

Sensitivity coefficients are calculated to identify
the potential contribution of each of the observation
types to the inverse problem at hand.  Moreover, the
uncertainty of the estimated parameters is evaluated,
along with the correlation coefficients to detect de-
pendencies among the parameters.  Figure 2 shows
contours of the objective function (1) in the parameter
plane spanned by log(kf) and φf  Parameter combina-
tions that lead to an equally good fit to the data as
measured by the objective function lie on continu-
ous surfaces in the n-dimensional parameter space.
They can also be considered to have the same prob-
ability of being the true parameter set.  The contour



5

plot also reveals whether the solution to the inverse
problem is unique and well-posed or whether multiple
minima exist or instabilities prevail.  The topography
of S near the minimum reveals estimation uncertainty
and the correlation structure.
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Figure 2.  Contours of the objective function in the
parameter plane log(kf)–φf using (a) steam production
data only, and (b) all available data.  The plane inter-
sects the true parameter set indicated by dashed lines.
The projection of the solution path taken by the
Levenberg-Marquardt minimization algorithm is
shown by the heavy line in (b).

Figure 2a shows the objective function obtained
when only steam production data are available for the
inversion. While a unique global minimum can be
identified, it is rather flat and elongated, indicating
large estimation uncertainties and strong correlations
between the two parameters. If all available data are
inverted simultaneously, a well-constrained minimum
results, which is accurately identified by the Leven-
berg-Marquardt minimization algorithm.  The projec-
tion of the solution path is shown in Figure 2b.  A
more detailed error analysis confirms that the joint
inversion of all data greatly improves the identifiabil-
ity of key hydrologic and thermal properties.  Adding
concentration data to the inversion considerably re-
duces the correlation among some of the parameters,
allowing for a more independent and more stable
estimation of reservoir properties.  Other characteris-
tics such as fracture spacing remain difficult to deter-
mine because of their strong correlation with hydrau-
lic and thermal parameters.  For example, the amount
of heat exchanged between the fluids in the fractures
and the matrix can be increased by either increasing
the heat conductivity or decreasing the fracture spac-
ing.  The two parameters are therefore strongly nega-
tively correlated and cannot be determined independ-
ently.

In this section, we have discussed results from an
inversion of synthetically generated production data
from a geothermal field.  We have demonstrated that a
joint inversion of all available data may allow the
identification of effective parameters describing cou-
pled fluid and heat flow through a fractured reservoir. 
The true values may not be identified for parameters
that are strongly correlated.  Nevertheless, model
predictions based on the estimated parameter set are
expected to be reliable as long as the flow processes
in the reservoir are not drastically changed.

As previously mentioned, the adequacy of the con-
ceptual model is a key requirement for successful
inverse modeling. Since the conceptual model is
perfectly known in the synthetic example discussed
above, the conclusions may be too optimistic.
Changing the model structure—for example, using a
single-porosity model to match data generated with a
MINC model—would provide insight into the relative
importance of the conceptual model and its parame-
ters.  An actual field example such as the one de-
scribed in the following section also makes clear the
importance of the conceptual model development, and
thus reveals both the strengths and limitations of the
inverse modeling approach.
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4. FIELD EXAMPLE

4.1. Motivation

The Krafla geothermal field has been under exploi-
tation for over 20 years [Ármannsson et al., 1987].
Up to now, 32 deep wells have been drilled, providing
sufficient steam to operate a 60 MWe power plant.
Achieving this electrical generation rate turned out to
be troublesome and time-consuming.  Volcanic activ-
ity occurred in the Krafla area during the period 1975-
1984 [Björnsson, 1985].  Magmatic gases invaded
part of the wellfield, resulting in severe scaling and
corrosion problems in many wells.  New areas were
selected for additional drilling, but well flow rates
turned out to be lower than expected.  As a result of
these difficulties, only one of the two 30 MWe tur-
bines was operated between 1978 and 1997.  From
1996 to 1998, however, drilling of six new wells
provided the additional steam necessary for operating
both power units at full capacity.

The purpose of this field study is to jointly ana-
lyze well completion, warm-up period, and early
production data in an attempt to characterize flow and
saturation conditions in the vicinity of Well KJ-31, a
new well in the Krafla field. Moreover, we would like
to learn the capabilities and limitations of iTOUGH2
in matching data that result from propagating phase
fronts in two-phase fracture-dominated systems.  The
estimated parameter values will be incorporated into a
3D Krafla model currently under development
[Björnsson et al., 1998].

4.2. The Krafla Geothermal Field

Figure 3 gives an overview of the present Krafla
wellfield and some of the main geological features.
The geology of the Krafla area is dominated by an
active central volcano, consisting of a caldera and a N-
S trending fissure swarm.  Normal fault zones of the
same direction serve as main permeability channels.
Generally, fluid flow is from the NNE to the SSW.
Some WNW-ESE striking faults and fractures have
also been identified as possible flow paths.

The Krafla system can be divided into three sub-
fields [Ármannsson et al., 1987].  The Leirbotnar
reservoir is by far the largest one, divided into a shal-
low liquid, 195–215°C zone at 200–1000 m depth,
and a deep two-phase zone below 1200 m, where
temperatures and pressures follow the boiling curve
(300–350°C).  East of Leirbotnar are the Southern
Slopes of Mt. Krafla.  Here, near the Hveragil gully
the reservoir is characterized by boiling curve behav-

ior from the surface to more than 2000 m depth. 
Temperatures are, however, reversed and much cooler
in the deeper and eastern part of the Southern Slopes
(below 1200–1400 m).  Horizontal rhyolite intru-
sions at 900–1200 m depth are widespread.  The main
feedzones in the wells are frequently associated with
this layer.  The Southern Slopes are bounded to the
east by a vertical low-permeability barrier, but share
the Hveragil fault/upflow zone with the Leirbotnar
field.  Finally, there is the Hvíthólar field to the
south, at the caldera rim.  It acts as an outflow zone
of the geothermal reservoir, presumably the hot fluids
coming from the north.

The successful 1996-1998 expansion of the Krafla
power plant generated interest in additional develop-
ment of the geothermal field.  Simulations using the
new 3D reservoir model are currently underway to
characterize and predict the present and future system
response to production [Björnsson et al., 1998]. In-
version techniques have not been applied to this
model because of the large computer time require-
ments.  However, some subsets of the extensive
Krafla database may be suitable for inverse modeling,
as presented here.
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Figure 3.  Well locations, subfields, and main
geological features at Krafla.

4.3. Well KJ-31 Data Sources

Well KJ-31 was drilled into the Southern Slopes
in October 1997 to a depth of 1450 m.  Three
feedzones were inferred from circulation losses during
drilling; a major feature was identified at 1050 m
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depth and two smaller feedzones were detected at
depths of 850 and 1200 m.  Transmissivity was esti-
mated based on data from a step-rate injection test
using a conventional single-phase, single-porosity
isothermal reservoir simulator.  Total circulation
losses exceeding 50 l/s and an estimated transmissiv-
ity of 2 Darcy-meters were taken as preliminary indi-
cators for a good producer.  For comparison, Well KJ-
14 also drilled in the Southern Slopes had a maxi-
mum circulation loss of 50 l/s and a step-rate injec-
tion-based transmissivity of 2.2 Darcy-meters
[Bodvarsson et al., 1984].  This well has been a good
producer since 1980, yielding a near constant flow of
10 kg/s of dry steam.  While the enthalpy of Well
KJ-31 rose to that of dry steam after 10 days of dis-
charge, the steam flux stabilized at 5–6 kg/s, or only
half of the value expected from the well-completion
data.  Downhole data collected during the warm-up
period showed that a reservoir pressure drawdown of
10 bars has taken place since 1981, when nearby Well
14 was drilled.

4.4. Conceptual Models

The conceptual model developed for this study was
made as simple as possible to avoid overparameteriza-
tion of the associated inverse problem.  A single,
horizontal, 100-m-thick reservoir layer at a depth of
approximately 1000 m was considered reasonable,
because both circulation losses during drilling and the
downhole temperature and pressure profiles observed
during the warm-up period were dominated by this
depth interval.  A radial numerical grid was generated
with a double-porosity inner zone and a single-
porosity outer zone.  This conceptual model accounts
for both the fracture-dominated conditions near the
well and the combined fracture-matrix character of the
far-field Southern Slopes rhyolites.  Linear relative
permeability curves were specified, with initial
guesses for steam and water residual saturations of 5
and 40%, respectively.  Similar relative permeability
curves have been employed in other simulation stud-
ies of Icelandic geothermal systems [Bodvarsson et
al., 1990; Björnsson, 1999]. An important feature in
the warm-up data is a pressure  pivot point of 68 bars
observed at 1000 m depth.  By definition, the pivot
point is a depth in a well where all pressure profiles
collected during warm-up intersect (their slope varies
with temperature).  The pressure at the pivot point
thus reflects a constant pressure boundary, assumed to
be at the Southern Slopes rhyolites.  It is also taken
to be the initial reservoir pressure prior to drilling and

well completion testing.  To account for the cold
plume created by drilling fluid invasion, a constant
inflow of 20 kg/s of 40°C water is assumed during
the drilling period between September 30, 1997, and
the beginning of the step-rate injection test on Octo-
ber 8, 1997.  Both estimates are based on observed
circulation losses and well logs.

The data to be calibrated against are the downhole
pressures observed during the cold water injection
test, the three temperature data points monitored
during the warm-up period, and the enthalpy measured
during hot fluid discharge (Figures 5 and 6).  The
injection data are corrected for different sandface and
wellhead flow rates.  The discharge flow rate is given
as a well boundary condition.  Rock density, heat
capacity, and thermal conductivity are fixed at 2600
kg m-3, 1000 J kg-1 °C-1 and 2.5 W m-1 °C-1, respec-
tively.  Time zero is on September 30, 1997, when
the 1050 m feedzone was encountered when drilling
Well KJ-31.

Even this simple conceptual model requires a large
number of hydrogeological, thermal, and geometrical
input parameters.  Moreover, initial conditions as
well as a data shift representing the unknown depth of
the steam-bearing rhyolites must be determined.  In
order to reduce the number of parameters to be esti-
mated by inverse modeling, a set of preliminary in-
versions was performed using a single-porosity
model.  While the pressure data during the injection
period were well matched, this over-simplified model
was not able to reproduce the rapid increase in enthal-
pies during the first 10 days of production.  It became
obvious that storage of heat and its transfer from the
matrix to the fluids in the fracture network are essen-
tial mechanisms that need to be accounted for in the
model. Fracture spacing, fracture porosity, and perme-
ability are key factors allowing concurrent matching
of pressure, temperature, and enthalpy data.

4.5. Inverse Modeling Results

We performed a number of inversions using differ-
ent numerical grids representing inner zone radii,
which varied between 5 and 33 m.  The parameters
estimated include the inner zone fracture permeability
kf , the fracture porosity φf, the mean fracture spacing
af , the outer zone effective permeability kOZ , poros-
ity φOZ , the reservoir steam saturation prior to testing
SR , and the constant pressure difference ∆P during
injection, representing the elevation difference be-
tween the pivot point in the Southern Slopes rhy-
olites and the pressure transducer placed at 780-m
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depth.  Figure 4 shows the pivot point pressure and
its uncertainty.  A slight calibration error in the pres-
sure tool may shift the pivot point by several tens of
meters, making it necessary to treat the pressure
difference ∆P between the tool depth and the elevation
of the permeable reservoir as an additional parameter
to be estimated.  Also notice the approximately 50-m
elevation difference between the pivot point and the
feedzone at 1050-m depth.  This may indicate that a
dipping fracture connects the overlying, horizontal
rhyolites to the well.  Figure 4 also shows the
gamma radiation log, which indicates the SiO2 con-
tent of the formation.  Count rates exceeding 30 API
units represent rhyolites and justify the 100-m reser-
voir thickness used in our conceptual model.  The
matrix porosity and permeability of the inner zone
were determined to be insensitive and were thus held
constant at 10% and 1 mD, respectively.

A comparison of the matches shown in Figure 5
indicates that a 22-m inner zone radius reproduces the
observed data best, especially the enthalpies at very
early times, where a sharp increase was predicted prior
to the decline  caused by a temporary shut-in of the
well.
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Figure 5 .   Well KJ-31.  Measured and simulated
pressures at 780-m depth and enthalpies matched with
models of different inner zone radii.  The shaded
curves show the injection and production rates.

Figure 6 shows pressure and temperature histories in
Well KJ-31.  The simulated wellbore temperature
underpredicts the measured data.  Note however, that
the temperature data are unreliable because even minor
internal wellbore flow can alter the temperature sub-
stantially.  We account for this uncertainty by speci-
fying a large measurement error to the temperature
data, reducing their relative weight in the inversion.
Only a mild pressure drawdown around the well is
induced by production, which, assuming dry steam
wellbore flow, should result in  a wellhead pressure of
40 to 50 bars. This is considerably higher than the
10-bar wellhead pressure observed in the field.  The
discrepancy could be partly explained by non-Darcyan
flow phenomena such as turbulence and sonic veloci-
ties at the sandface. However, the pressure loss could
also be a result of fracture clogging near the well
resulting from the calcite-rich circulation fluid used
during drilling. The calcite may have precipitated
during the warm-up period, reducing the permeability
in the vicinity of the well and thus limiting the
maximum discharge rate.
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As stated in the introduction, one of the study ob-
jectives is to estimate the reservoir steam saturation
SR in the Southern Slopes rhyolites after 20 years of
production and 10 bars of pressure drawdown.  As
liquid mobility greatly influences the enthalpy of the
produced fluid, we added the residual liquid saturation
Slr as a parameter to be estimated. Several test inver-
sions were performed, yielding different estimates for
residual liquid saturation Slr and reservoir steam satu-
ration SR, whereas all the other parameters converged
to consistent values.  Moreover, the sum of the esti-
mates Slr and SR tended to be one in all inversions,
i.e., reservoir water saturation is near irreducible
saturation with the exception of the zone around the
well (which is at higher saturation on account of
drilling fluid invasion).  This observation indicates
that neither Slr nor SR can be estimated independently,
as will be discussed in detail in the next section.  The
strong correlation between these two parameters re-
sults from the fact that shortly after the initial dis-
charge of cooler fluids, Well KJ-31 produced dry
steam, consistent with all the other deep wells at
Krafla.  Liquid becomes immobile almost immedi-
ately after relatively small amounts of steam start to
occupy the fracture network.  As a result, the effective

residual liquid saturation in a combined fracture-
matrix system is estimated to be very high, and the
sum of residual liquid saturation and reservoir steam
saturation are near one.  It should be noted, however,
that liquid saturation in the interior of large matrix
blocks could be above residual.  Its small mobility
does not affect the composition of fluids near and in
the fractures.

Fixing the inner zone radius at 22 m, we per-
formed an inversion with initial guesses for Slr and SR

of 50 and 20%, respectively.  Figure 7 presents the
match obtained; Table 1 shows the initial parameter
guesses, the best estimates, and their uncertainties.
The permeability estimates are consistent with the
results from the injection test.  Of special interest is
the estimated pressure shift of -16.8 bars, implying
that the characteristic depth of the steam-bearing
rhyolites is only about 170 m below the pressure
gauge, at a depth of 950 m.  This finding supports
the conclusion drawn from the field data that a dip-
ping fracture may be connecting the 1050 m feedzone
of Well KJ-31 and the overlaying Southern Slopes
rhyolites, which act here as a constant pressure
boundary.
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pressures (top) and enthalpies (bottom) using the
best-estimate parameter set.  The shaded curves show
the injection and production rates.
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Table 1. Initial Guess and Best Estimate Parameter
Set

Property Guess Estimate Uncertainty

log(kf , m2) -11.5 -12.4 0.1
log(kΟΖ , m2) -14.0 -13.6 0.3
φf , % 1.0 1.2 0.3
φΟΖ , % 10.0 6.4 4.4
SR , % 20.0 22.2 8.9
af , m 10.0 12.1 4.2
∆P, bars -18.0 -16.8 2.2
Slr , % 40.0 77.3 4.8

4.6. Sensitivity and Error Analysis

Here we discuss some aspects of the sensitivity
and uncertainty analyses performed by iTOUGH2.
The estimation covariance matrix was calculated
using Equation (3).  Generally strong correlations
exist among the outer zone properties and the pressure
shift, whereas the inner zone parameters can be esti-
mated more independently.  This difference in parame-
ter identifiability is mainly a result of inner zone and
fracture parameters being determined by both pressure
and enthalpy data, whereas information about the
outer zone can only be drawn from long-term en-
thalpy data.  Data of different types have the potential
to provide complementary information about different
parameters, reducing correlations.  If only one data
type contributes to the estimation of a certain parame-
ter, it is usually highly correlated with other parame-
ters and exhibits a larger estimation uncertainty.  The
largest positive correlation occurs between the inner
zone permeability and the pressure shift.  It indicates
that an increased permeability can be partly compen-
sated by applying a larger shift to the observed pres-
sure data.

It is important to realize that the error analysis is
performed at a single point in the parameter space,
i.e., the best estimate parameter set.  Because of the
strong nonlinearities in the multiphase flow equa-
tions, the correlation structure changes if any of the
input parameters is changed. Contouring the objective
function throughout the parameter space can reveal a
complete picture of parameter sensitivities and their
correlations.  As an example, we have evaluated the
objective function in a two-dimensional parameter
subspace spanned by the initial reservoir steam satura-
tion SR and the residual liquid saturation Slr.  The
three panels of Figure 8 show the objective function
when only enthalpy data are used (top), when only
pressure data are used (middle), and when enthalpy,

pressure, and temperature data are used simultaneously
(bottom).  The strong correlation between the  SR and
Slr is evident. Parameter combinations along the
diagonal and in the domain SR + Slr > 1 all lead to
immobile liquid and thus the same good match to the
dry steam enthalpy data.  Since many parameter com-
binations lead to immobile liquid and thus an identi-
cal system behavior, the minimum of the objective
function is nonunique.  Similarly, a nonunique
minimum is obtained when only pressure data are
used.  Residual liquid saturation is not sensitive at
all, i.e., the pressures observed during cold water
injection do not depend on the residual liquid satura-
tion, whereas the enthalpy during production does.
Independent information about the residual liquid
saturation must be obtained to constrain the solution.

A high residual liquid saturation seems reasonable
for a fractured system given that conductive heat
exchange from the low-permeability matrix leads to a
steam-saturated fracture network from which the fluid
is discharged.  As a result, a large fraction of the total
water stored in the system becomes nearly immobile
in a two-phase environment.  This general behavior is
confirmed by field observations. The Krafla wells
drilled to date distinctively produce either dry steam or
single-phase liquid from their feedzones, indicating
that the saturation range with two-phase flow condi-
tions is very narrow.  The residual liquid saturation
must be interpreted as an effective parameter describ-
ing fluid flow through  the fractured rhyolites in the
outer zone (Southern Slopes).  As soon as steam is
present in the fracture network, the flow paths for
liquid water are effectively blocked, limiting liquid
mobility to a small range of total saturation.  The 3D
model of the Krafla geothermal field currently under
development supports this conclusion [Björnsson et
al., 1998].

5. SUMMARY AND CONCLUSIONS

We demonstrated that inverse modeling tech-
niques, which allow a joint analysis of multiple data
sets, can provide model parameters with reduced esti-
mation uncertainty.  The key advantage of performing
joint inversions lies in the fact that inherent
nonuniqueness can be reduced, increasing the accuracy
of the estimates and thus improving the reliability of
subsequent model predictions. The synthetic inver-
sions discussed in Section 3 show the benefit from
jointly inverting complementary data sets.  However,
remaining correlations among certain hydrologic and
thermal properties prevent a unique identification of
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their true values. Results from synthetic inversion
may be too optimistic, for they do not reflect uncer-
tainty introduced by errors in the conceptual model.
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Figure 8. Histograms of the objective function in
the parameter plane SR - Slr using (top) enthalpy data,
(middle) pressure data, and (bottom) enthalpy and
pressure data.  Black squares represent the diagonal SR

+ Slr = 1.

The theoretical study was complemented with an
application of inverse modeling to actual field data in
an attempt to better understand the production charac-
teristics of Well KJ-31 in the Krafla geothermal field,
Iceland.  A joint multiphase flow analysis of pressure
and enthalpy data showed the need to accurately repre-
sent fracture flow as well as matrix-fracture heat ex-
change mechanisms using a double-porosity approach
to a distance of 22 m from the well.

The inversions confirmed the permeability esti-
mates obtained from the analysis of the step-rate
injection test. However, only a mild pressure drop
was calculated during discharge, suggesting that the
well output may be increased by declogging the frac-
tures near the well, which might have been affected
by calcite precipitation from drilling fluid invasion.
The cold-water step-rate injection tests and their sin-
gle-phase analysis are thus still appropriate as a first
measure of future well output.

The study also showed that steam saturation can-
not be estimated with a high degree of accuracy be-
cause it is strongly correlated to the residual liquid
saturation.  The inversion suggests, however, that the
sum of the two estimated values is close to one (i.e.,
water saturation is close to irreducible), because cali-
bration occurs against enthalpy data corresponding to
production of dry steam during almost the entire
discharge period.  If a high residual liquid saturation is
assumed (which can be justified given the fractured
nature of the low-permeability reservoir), a corre-
spondingly low initial steam saturation is determined
by inverse modeling.

The estimates derived in this study represent effec-
tive parameters; they are related specifically to the
scale and conceptual model used during the inversion.
 Simulating complex, multiphase flow phenomena in
a fractured geothermal reservoir using a simplified
conceptual model requires that reservoir parameters are
newly defined or interpreted.  As a result, the esti-
mated fracture properties may significantly deviate
from those locally measured in the field; nevertheless,
they best reflect the impact of fracture flow on the
behavior of the geothermal reservoir on the scale of
interest.  This optimal relation of the parameters to
the prediction model is a significant advantage of
inverse modeling over conventional methods to de-
termine reservoir parameters.  However, it is also
important to always be aware of this model depend-
ence because it limits the applicability of the esti-
mated parameter set to conditions that are similar to
those encountered during the calibration of the model.
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Estimating geothermal reservoir parameters by
matching data obtained during past production and
subsequently performing model predictions is a prime
example of how inverse and predictive modeling are
interrelated, yielding improved forecasts of reservoir
performance.
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